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1. Summary 

1.1 Objectives  

This application describes use of an evaluation package with 3 edge detection and 3 motion detection video 

processing designs on the Trenz TE0701-05 platform [3] with industrial grade Zynq XC7Z020-2I device on 
System on Module TE0720-03-2I [1]. All demonstrated video processing algorithms have been developed, 
debugged and tested in Xilinx SDSoC 2015.4 environment [6]. Algorithms have been compiled by Xilinx SDSoC 
2015.4 system level compiler (based on the Xilinx HLS compiler) to Vivado 2015.4 projects, and compiled by 
Vivado 2015.4 [5] to bitstreams. The SW access functions controlling the HW accelerators have been exported to 
the Xilinx SDK 2015.4 [5] SW projects as static .a libraries for standalone ARM Cortex A9 applications.  This 
application note also describes 4 edge detection algorithms defined in the SDSoC 2015.4 in form, which enables 
in the SDK 2015.4 the parallel execution of predefined video processing HW paths with C user code on ARM. 
 
Main objectives of this application note are:  

¶ To demonstrate how to install, compile, modify and use the enclosed SW projects in the SDK 2015.4 [5]. 

¶ To demonstrate the HW accelerated video processing algorithms and the speedup against SW versions.  

¶ To demonstrate parallel execution of predefined video processing HW paths with C user code on ARM. 
 

 
 

Figure 1: TE0701-05 platform with Zynq XC7Z020-2I device and HDMII-HDMIO support.  
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Figure 2: HW accelerated edge detection in Full HD with 4 HW paths and variable area (so04 demo).  
 

Demo running in Figure 2 is executing so04_rows_resize_25_to_100 project with 4 HW data paths and time 
variable size (number of micro-lines) processed by the edge detection filters. Demo is controlled from user-
defined C code running on ARM. The ARM processor can also perform user-defined, synchronous computation 
in parallel to the HW data paths. See section 2.4 for details. 
 
Common setup for all included demos: 

¶ ARM Cortex A9 processor of Xilinx Zynq device XC7Z020-2I executes standalone C application programs 
performing initialisation and synchronisation of the HW accelerated video processing chains.  

¶ Enclosed C programs can be modified by the user and recompiled in Xilinx SDK 2015.4.  

¶ Compiled demos can boot from the SD card directly after the power ON. 
  

¶ Video data are provided by a Full HD HDMI source with resolution 1920x1080p60 (laptop).  

¶ Data are processed in HW into the YCrCb 16 bit per pixel format and stored by video DMA (VDMA) 
controller to input video frame buffers (VFBs) reserved in the DDR3.  

¶ HW DMA controller(s) send data from the input VFBs to the processing HW accelerators in the 
programmable logic (PL) part of Zynq. 

¶ Another HW DMA controller(s) send processed data from HW to output VFBs in DDR3. 

¶ Second part of the HW VDMA IP core is sending data to the Full HD display (1920x1080p60). 
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1.2 Introduction to the demos  

 
Edge detection  
The edge detection algorithm is producing B/W Full HD video stream. Edges in each frame are marked as white 
and remaining part of the figure is set as black.  
 
The edges are detected by a Sobel filter. Each pixel is filtered by a 3x3 2D FIR filter. A nonlinear decision on the 
output of the filter provides information, if the pixel is part of an edge or not. All computation is performed in 
fixed point.  
 
Demos sh01, sh02 and sh03 provide accelerated HW computation of edge detection with 1, 2 or 3 parallel HW 
data paths. HW demos are using 1, 2 or 3 DMA HW channels from the DDR3 to 1, 2 or 3 as an input to Sobel 
filters. Another 1, 2 or 3 DMA HW channels support output from the Sobel filters to the DDR3. Zynq PL resources 
and the accelerations reached for these HW designs are summarised in sections 1.3, 1.4 and 1.5. 
 
Demos so01, so02, so03 and so04 perform also edge detection. Used programming model enables write the 
user-defined, synchronous, parallel computation or ARM and to execute it in parallel with HW data paths. All 
other HW and performance related parameters of so01, so02 and so03 demos are practically identical to the 
sh01, sh02 and sh03 demos. That is why we do not repeat the diagrams. The Zynq PL resources and 
accelerations reached for the so04 demo are summarised in sections 1.6. 
 
Motion detection 
The motion detection algorithm detects and performs visualisation of moving edges. The moving edges are 
identified by two Sobel filters performing FIR filtering (similar to the above described edge detection) on pixels 
with identical coordinates, but from two subsequent video frames. The difference of these two filtered signals is 
filtered by a Median filter. The resulting signal is used for the nonlinear binary decision about the pixel. If the 
pixel is part of a moving edge, it is assigned red colour and merged with the original colour video signal. 
Resulting output Full HD video signal is unchanged, with the exception of red colour marked moving edges. See 

Figure 2. The fast moving edges in the face of the rabbit are marked by red pixels.  
 
Demos md01 and md02 provide accelerated HW computation with 1 or 2 parallel HW data paths. HW demos 
are using 2 or 4 DMA HW channels for reading from two subsequent video frame buffers (located in the DDR3) 
to 1 or 2 video processing chains of HW accelerators performing the motion detection.  
Another 1 or 2 DMA HW channels perform parallel write of results to the DDR3. Zynq PL resources and 
accelerations reached for these HW designs are summarised in sections 1.7 and 1.8. 
 
Measurements of acceleration 
The acceleration results have been measured as a ratio of the frame per second (FPS) reached by the accelerator 
and the FPS reached by the initial SW implementation on ARM in the SDSoC 2015.4. In case of SW 
implementation ςO3 optimisation was used. HW support for the HDMI I/O data movement by the dedicated 
VDMA HW channels was used in all cases. ARM NEON HW accelerator is not used. 
 
The performance of SW version of algorithms can be evaluated by booting demos from the enclosed BOOT.bin 
files. Files have been generated in SDSoC 2015.4 environment. The SDSoC 2015.4 source code and the SDSoC 
2015.4 platform for the TE0720-03-2IF on TE0701-05 carrier board are not included. The SD card BOOT.bin files 
are enclosed. 
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1.3 Project sh01: Edge detection with single HW accelerator 

 

 
 

Figure 3: Project sh01 - Edge detection with single HW accelerator.   
 
TE0720-03-2IF  Sobel  1x 
 

Acceleration by HW:  5.59 x 

 

  

  
 

Figure 4: Project sh01 - Acceleration and HW resources used. 
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1.4 Project sh02: Edge detection with two HW accelerators 

 

 
 

Figure 5: Project sh02 - Edge detection with two HW accelerators.   
 
TE0720-03-2IF  Sobel  2x 
 

Acceleration by HW:  8.11 x 

 

  

  
 

Figure 6: Project sh02 ς Acceleration and HW resources used. 
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1.5 Project sh03: Edge detection with three HW accelerators 

 

 
 

Figure 7: Project sh03 - Edge detection with three HW accelerators.   
 
TE0720-03-2IF  Sobel  3x 
 

Acceleration by HW:  8.08 x 

 

  

  
 

Figure 8: Project sh03 - Acceleration and HW resources used. 
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1.6 Project so04: Edge detection with four HW accelerators 

 

 
 

Figure 9: Project so04 ς Alternative programming style - Edge detection with four HW accelerators.   
 
TE0720-03-2IF  Sobel  4x 
 

Acceleration by HW:  8.08 x 

 

  

  
 

Figure 10: Project so04 - Acceleration and HW resources used. 
 
ARM can execute user defined C code in parallel with HW data paths. See section 2.4 for more details. 
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1.7 Project md01: Motion detection with single chain of HW accelerators 

 

 
 

Figure 11: Project md01 - Motion detection with single HW accelerator data path.   
 
TE0720-03-2IF  Motion Detection 1x 
 

Acceleration by HW:  31.31 x 

 

  

  
 

Figure 12: Project md01 - Acceleration and HW resources used 
 
 
 






































